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Limitations of TCP HW/SW Co-design

We present HELIX (Hardware-Enabled Lossless Internet Information TCP’s receive sliding window indicates available buffer space to the HELIX circumvents hardware Digital / Analog IO \
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Project Overview

eXchange), an ongoing research project enabling constrained sender. It slides forward when acknowledgments (ACKs) are complexities  for  connection Iransceivers
computer systems to reliably exchange high-bandwidth data streams received. Lost segments are indicated by Duplicate ACKs or management & benefits from
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Problem: the window cannot move past non-acknowledged segments

=% Soft-core CPU usable for general

By co-designing the network protocol along with its hardware and (head-of-line blocking). TCP’s byte-addressed segments require hardware design control as well. ASIGC
software implementation, our system demonstrates the advantages of linear buffer data structures (e.g., ring buffers). Together, this
such a holistic approach. prevents reclaiming memory from selective acknowledgments. /
Application Areas Network-Integrated Memory Model Evaluation Plan
HELIX is designed to work with constrained hardware systems and HELIX proposes a new, linked-list based memory model: We plan to evaluate and optimize HELIX in the following dimensions:
integrate into existing infrastructures: TAIL \
PENDING =2 Memory utilization and overheads at sender and receiver.
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gassdesaias™ - - Through use of fixed-size segments and a segmented linked list, we traffic fairness.
. & = design a hardware-walkable data structure allowing significant
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=% Non-contiguous nature allows re-use of memory occupied by

= [imited on-device memory and compute resources. | | .
acknowledged segments and interleaving of multiple bufters.

We implemented a proot-of-concept hardware design of the proposed
network-integrated memory model in approx. 3KLOC of the Migen

= Inherent and environmental constraints (noise level, thermal -1 ) ons domt oh ocats  oxict hardware description language. It has been verified to deliver a
stability, and economical factors) make integration of general- ist-transiormations don't change memory locations of existing goodput of 23.2 Gbit/s in a sustained read and write (worst-case)

purpose CPUs infeasible. segments, allowing HELIX to transmit memory addresses workload using the DRAM of a NetFPGA-SUME development board.
alongside segments. This eliminates memory management
=+ FPGAs & ASICs are well-suited for high-speed Ethernet through complexity at the sender: for example, ACKs include pointers
wide datapaths & highly parallel data processing. into transmitter memory, enabling O(1) indexing.
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